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Restrictively Preconditioned Conjugate Gradient Method for a Series
of Constantly Augmented Least Squares Problems

FiEH
EERBBREF

#E: In this study, we analyze the real-time solution of a series of augmented least
squares problems, which are generated by adding information to an original least
squares model repetitively. Instead of solving the least squares problems directly, we
transform them into a batch of saddle point linear systems and subsequently solve the
linear systems using restrictively preconditioned conjugate gradient (RPCG) methods.
Approximation of the new Schur complement is generated effectively based on a
previously approximated Schur complement. Owing to the variations of the
preconditioned conjugate gradient method, the proposed methods generate
convergence results similar to the conjugate gradient method and achieve a very fast
convergent iterative sequence when the coefficient matrix is well preconditioned.
Numerical tests show that the new methods are more effective than some standard
Krylov subspace methods. Updated RPCG methods meet the requirement of real-time

computing successfully for multifactor models.
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Preconditioning Navier-Stokes Control Using Multilevel Sequentially
Semiseparable Matrix Computations

Bt
EERRKE

#E: In this talk, we study preconditioning techniques for the control of the Navier-
Stokes equation, where the control only acts on a few parts of the domain.
Optimization, discretization, and linearization of the control problem results in a
generalized linear saddle-point system. The Schur complement for the generalized
saddle-point system is very difficult or even impossible to approximate, which
prohibits satisfactory performance of the standard block preconditioners. We apply the
multilevel sequentially semiseparable (MSSS) preconditioner to the underlying system.
Compared with standard block preconditioning techniques, the MSSS preconditioner
computes an approximate factorization of the global generalized saddle-point matrix
up to a prescribed accuracy in linear computational complexity. This in turn gives
parameter independent convergence for MSSS preconditioned Krylov solvers. We use
a simplified wind farm control example to illustrate the performance of the MSSS
preconditioner. We also compare the performance of the MSSS preconditioner with
the performance of the state-of-the-art preconditioning techniques. Our results show
the superiority of the MSSS preconditioning techniques to standard block
preconditioning techniques for the control of the Navier-Stokes equation.
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Al-Based Biomedical Omics Data Analysis
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Riemannian Newton-CG Methods for Constructing a Positive Doubly
Stochastic Matrix from Spectral Data

=
BiIX%E

#E: In this talk, we consider the inverse eigenvalue problem for the positive doubly
stochastic matrices, which aims to construct a positive doubly stochastic matrix from
the prescribed realizable spectral data. By using the real Schur decomposition, the
inverse problem is written as a nonlinear matrix equation on a matrix product
manifold. We propose monotone and nonmonotone Riemannian inexact Newton-CG
methods for solving the nonlinear matrix equation. The global and quadratic
convergence of the proposed methods is established under some assumptions. We also
provide invariant subspaces of the constructed solution to the inverse problem based
on the computed real Schur decomposition. Finally, we report some numerical tests,
including an application in digraph, to illustrate the effectiveness of the proposed
methods.

-11 -



Sensitivity Estimation of Conditional Value at Risk Using Randomized
Quasi-Monte Carlo

&R
HEEETAF

#E: Conditional value at risk (CVaR) is a popular measure for quantifying portfolio
risk. Sensitivity analysis of CVaR is very useful in risk management and gradient-
based optimization algorithms. In this paper, we study the infinitesimal perturbation
analysis estimator for CVaR sensitivity using randomized quasi-Monte Carlo (RQMC)
simulation. We first prove that the RQMC-based estimator is strongly consistent under
very mild conditions. Under some technical conditions, RQMC that uses d-
dimensional points in CVaR sensitivity estimation yields a mean error rate of O(n”(-
1/2-1/(4d-2)+¢€)) for arbitrarily small e>0. The numerical results show that the RQMC
method performs better than the Monte Carlo method for all cases.
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An Efficient Multiscale Topology Optimization Method for Lattice
Materials

FUE
ARZBEKREF

#E: In this talk, we will introduce an efficient multiscale topology optimization
method for lattice materials. In macro-scale, we present a second-order
unconditionally energy stable schemes for the topology optimization problem. Using
porous media approach, our objective functional composes of five terms including
mechanical property, Ginzburg-Landau energy, two penalized terms for solid and the
volume constraint. A Crank-Nicolson method is proposed to discrete the coupling
system. We prove that our proposed scheme is unconditionally energy stable. In
macro-scale, we propose a simple volume merging method for triply periodic minimal
structure. A modified Allen—Cahn type equation with a correction term is proposed.
The mean curvature on the surface will be constant everywhere at the equilibrium
state. Computational experiments are presented to demonstrate the efficiency of the

proposed method.
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Fast Algorithms for Maxwell's Equations for Three-Dimensional
Photonic Crystals

FTHRE
FEAKEFE

#E: In this work, we propose the Fast Algorithms for Maxwell's Equations (FAME)
package for solving Maxwell's equations for modeling three-dimensional photonic
crystals. FAME combines the null-space free method with fast Fourier transform
(FFT)-based matrix-vector multiplications to solve the generalized eigenvalue
problems (GEPs) arising from Yee's discretization. The GEPs are transformed into a
null-space free standard eigenvalue problem with a Hermitian positive-definite
coefficient matrix. The computation times for FFT-based matrix-vector
multiplications with matrices of dimension 7 million are only 0.33 and 3.6 x 10" {-3}
seconds using MATLAB with an Intel Xeon CPU and CUDA C++ programming with
a single NVIDIA Tesla P100 GPU, respectively. We successfully use FAME on a
single P100 GPU to solve a set of GEPs with matrices of dimension more than 19
million, in 127 to 191 seconds per problem. These results demonstrate the potential of
our proposed package to enable large-scale numerical simulations for novel physical
discoveries and engineering applications of photonic crystals.
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Enhancing Molecular Dynamics Simulations of Bio-macromolecules:
towards a Fully Automated Algorithmic Framework

LAKYA )

FEBNKRFE CRIID

#E: Molecular Dynamics simulation is an indispensable tool for revealing the functi
onal dynamics of biomolecules. In spite of the fascinating atomic-level dynamics it pr
ovides about the biomolecules, its efficiency has been the bottleneck limiting its overa
1l popularity in large-scale applications, especially for huge biomolecular systems. In t
his talk, I will review various techniques that aimed to address this efficiency problem,
with a focus on the popular techniques used for constructing Markov State Models, a
popular protocol developed in the past two decades. I will also share my recent though
ts about further automation of the enhanced sampling protocol, particularly on the inco
rporation of the latest machine-learning techniques.
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A DNA Methylation State Transition Model Reveals the Programmed
Epigenetic Heterogeneity in Human Pre-implantation Embryos

BiER
EFKEF

WE:

Background: During mammalian early embryogenesis, expression and epigenetic
heterogeneity emerge before the first cell fate determination, but the programs causing
such determinate heterogeneity are largely unexplored.

Results: Here, we present MethylTransition, a novel DNA methylation state transition
model, for characterizing methylation changes during one or a few cell cycles at single
-cell resolution. MethylTransition involves the creation of a transition matrix comprise
d by three parameters that represent the probabilities of DNA methylation-modifying a
ctivities in order to link the methylation states before and after a cell cycle. We apply
MethylTransition to single-cell DNA methylome data from human pre-implantation e
mbryogenesis and elucidate that the DNA methylation heterogeneity that emerges at p
romoters during this process is largely an intrinsic output of a program with unique pr
obabilities of DNA methylation-modifying activities. Moreover, we experimentally va
lidate the effect of initial DNA methylation on expression heterogeneity in pre-implant
ation mouse embryos.

Conclusions: Our study reveals the programmed DNA methylation heterogeneity duri
ng human pre-implantation embryogenesis through a novel mathematical model and p
rovides valuable clues for identifying driving factors of the first cell fate determination
during this process.
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Stein Variational Gradient Descent with Local Approximations

=

FEAKEFE

#Z: Bayesian computation plays an important role in modern machine learning and
statistics to reason about uncertainty. A key computational challenge in Bayesian
inference is to develop efficient techniques to approximate, or draw samples from
posterior distributions. Stein variational gradient decent (SVGD) has been shown to be
a powerful approximate inference algorithm for this issue. However, the vanilla
SVGD requires calculating the gradient of the target density and cannot be applied
when the gradient is unavailable or too expensive to evaluate. In this talk we explore
one way to address this challenge by the construction of a local surrogate for the target
distribution which the gradient can be obtained in a much more computationally
feasible manner. The key idea is to approximate the forward model using a deep
neural network (DNN) which is trained on a carefully chosen training set, which also
determines the quality of the surrogate. To this end we propose a general adaptation
procedure to refine the local approximation online without destroying the convergence
of the resulting SVGD. This significantly reduces the computational cost of SVGD
and leads to a suite of algorithms that are straightforward to implement. The new
algorithm 1is illustrated on a set of challenging Bayesian inverse problems, and
numerical experiments demonstrate a clear improvement in performance and
applicability of standard SVGD.
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#E: We propose and analyze an efficient numerical method for the time-dependent
Ginzburg-Landau (TDGL) equations. The proposed method uses the well-known
gauge-invariant finite difference approximations with staggered variables in a
rectangular mesh, and a stabilized semi-implicit Euler discretization for time
integration. The resulted fully discrete system leads to two decoupled linear systems at
each time step, thus can be efficiently solved. We prove that the proposed method
unconditionally preserves the point-wise boundedness of the solution and is also
energy-stable. Moreover, the proposed method under the zero-electric potential gauge
is shown to be equivalent to a mass-lumped version of the lowest order rectangular
Nedelec edge element approximation and the Lorentz gauge scheme to a mass-lumped
mixed finite element method. These indicate the method is also effective in solving the
TDGL problems in non-convex domains although the solutions are often of low-
regularity in such situation. Various numerical experiments are also presented to

demonstrate effectiveness and robustness of the proposed method.

201 -



Implicit Bias of Deep Learning and MscaleDNN for Solving PDEs

HREER
EERBKRE

#E: We demonstrate an implicit bias of deep learning in Fourier domain, that is, a
very universal frequency principle that deep neural networks learn low frequency
faster. We utilize the frequency principle to understanding why we need a deep rather
than shallow network in complex tasks. We also design a multi-scale DNN
(MscaleDNN) for solving PDEs, which overcomes the slow convergence of high
frequency.
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Structure and Dynamics of Endoplasmic Reticulum Networks in a
Plant Cell

WIS
Herh A

#E: The endoplasmic reticulum (ER) in plant cells forms a highly dynamic network
of complex geometry. ER network morphology and dynamics are influenced by a
number of biophysical processes, including filament/tubule tension, viscous forces,
Brownian diffusion, and interactions with many other organelles and cytoskeletal
elements. Our studies indicated that ER networks can be thought of as constrained
minimal-length networks acted on by a variety of forces that perturb and/or remodel
the network. We also studied two specific biophysical processes involved in
remodeling. One is the dynamic relaxation process involving a combination of tubule
tension and viscous forces. The other is the rapid creation of cross-connection tubules
by direct or indirect interactions with cytoskeletal elements. These processes are able
to remodel the ER network: the first reduces network length and complexity whereas
the second increases both. Using live cell imaging of ER network dynamics in tobacco
leaf epidermal cells, we examine these processes on ER network dynamics. Away
from regions of cytoplasmic streaming, we suggest that the dynamic network structure
is a balance between the two processes, and we build an integrative model of the two
processes for network remodeling. This model produces quantitatively similar ER
networks to those observed in experiments. We use the model to explore the effect of
parameter variation on statistical properties of the ER network.

-23 -



Understanding Physical Mixing Processes via Transfer Operator
Approach

H—B
Herh A

#%E: Industrial and chemical mixing processes of various kinds occur throughout
nature and are vital in many technological applications. In the context of discrete
dynamical systems, the transfer operator approach has been shown as a powerful tool
from both theoretic and numerical view point. In this talk, I will use a toy model (i.e.,
the one dimensional stretch and fold map) as an example to provide a brief
introduction on the relationships between the spectral properties of the associated
transfer operator and the estimations of the optimal mixing rate of the mixing process.
Moreover, I will address how the optimal mixing rate varies according to the stretch
and fold map has "cutting and shuffling" behavior (i.e., composing with a
permutation). If time permits, I will also talk about how to interpret this problem to
the eigenvalue estimations for the Random bi-stochastic matrices (free probability
theory) and the locations of poles of the dynamical zeta function.
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Deep Learning for Uncertainty Quantification: Solving Forward and
Inverse Stochastic Problems via Physics-Informed Neural Networks

FRHe
EBImERE

# E . Physics-informed neural networks (PINNs) have recently emerged as an
effective way of numerically solving partial differential equations. In this talk, we will
review some recent developments on using PINNs to quantify uncertainty propagation
in a unified framework forward, inverse and mixed stochastic problems based on
scattered measurements. We will demonstrate the capability of the stochastic version
of PINNs with the applications for the long-time integration of Burgers equation and
stochastic Kovasznay flow.
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DeePKS: A Comprehensive Data-Driven Approach towards
Chemically Accurate Density Functional Theory

3y
JERNRYERT B FE MR

#E: In this talk, we present the Deep Kohn-Sham (DeePKS) scheme, which is a
data-driven approach of modeling the energy functional under the generalized Kohn-
Sham density functional framework. The DeePKS scheme has two key components, a
deep learning-based representation of the energy functional and a self-consistent
training scheme that targets not only energy labels but also on the force and density
labels. The DeePKS model is by construction extensible and preserving all symmetries.
When trained with high-accuracy data, the DeePKS model is demonstrated to reach
chemical accuracy and be generalizable to a large class of molecules. We believe it is
a good starting point towards developing a universally accurate functional for
molecules and condensed matter systems.
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Adaptive Multi-Fidelity Surrogate Modeling for Bayesian Inference in

Inverse Problems

R#&
TERNFREFSRGENFMRRE

#E: The generalized polynomial chaos (gPC) are widely used as surrogate models in
Bayesian inference to speed up the Markov chain Monte Carlo simulations. However,
the use of gPC-surrogates introduces model errors that may severely distort the
estimate of the posterior distribution. In this talk, we present an adaptive procedure to
construct an adaptive gPC-surrogate. The key idea is to refine the surrogate over a
sequence of samples adaptively so that the surrogate is much more accurate in the
posterior region. We then introduce an adaptive surrogate modeling approach based on
deep neural networks to handle problems with high dimensional parameters.
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A New Augmented Singular Transform and Its Partial Newton-
Correction Method for Finding More Solutions to Nonvariational
Quasilinear Elliptic PDEs

FRHF
LEBIMEXE

#E: In this talk, in order to find more solutions to a nonvariational quasilinear PDE,
a new augmented singular transform (AST) is developed to form a barrier surrounding
previously found solutions so that an algorithm search from outside cannot pass the
barrier and penetrate into the inside to reach a previously found solution. Thus a
solution found by the algorithm must be new. Mathematical justifications of AST
formulation are established. A partial Newton-correction method is designed
accordingly to solve the augmented problem and to satisfy a constraint in AST. The
new method is applied to numerically investigate bifurcation, symmetry-breaking
phenomena to a non-variational quasilinear elliptic equation through finding multiple
solutions. Such phenomena are numerically captured and visualized for the first time,
and still open for theoretical verification. Since the formulation is general and simple,
it opens a door to solve other multiple solution problems.
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